
❏ Motion Refinement (MR) module:

Estimation of per-pixel offset and residuals to further 
refine the estimated backward flow:

❏ Blending Mask Estimation (BME) module:

❖ The refined backward motions are used to warp 
input images to yield the interpolated frame. 

❖ We use a learnable CNN generates a soft blending 
mask to merge the warped input images.

❏ Frame Synthesis:

❖ Final interpolated frame is given by,

❏ Nonlinear Motion Estimation (NME) module:

❏ Backward Flow Estimation (BFE) module:

Flow reversal layer for estimating backward 
warping flow:
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Task:
❏ Video frame interpolation (VFI): To 

synthesize one or multiple frames 
between two consecutive frames in a 
video. 

❏ Applications: slow-motion video 
generation, video compression and 
developing video codecs.

Motivation:
❏ Recent method [1] attempts to model 

per-pixel motion by non-linear models 
(e.g., quadratic): 

❏ Downsides: Possible inaccuracies  in 
the case of motion discontinuities over 
time (i.e. sudden jerks) and occlusions.

Contributions:
❏ Approximation of the per-pixel motion 

𝜶0, 𝜶1, 𝜷0, 𝜷1 using a 3D CNN.

❏ A novel 3D CNN architecture called 
GridNet-3D with input as bidirectional 
optical flows + occlusion maps to 
output per-pixel non-linear motion 
params 𝜶0, 𝜶1, 𝜷0, 𝜷1.

❏ By estimating these parameters, we can 
softly switch between linear and 
quadratic motion models.

❏ A motion refinement module to refine 
the non-linear motion followed by a 
simple warping operation to synthesize 
the frames.

❏ Experiments and comparison with  
state-of-the-art algorithms on four 
datasets.

Proposed Method: Results:
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Conclusion:
❏ Presented a 3D CNN based frame interpolation algorithm 

which uses bi-directional flow and occlusion maps to predict 
per-pixel non-linear (quadratic) motion parameters.

Future research:  
❏ To explore whether inclusion of RGB frames as input 

helps to improve the performance.
❏ Investigation on per-pixel motion based on cubic 

modeling.
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